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ABSTRACT: For accurate prediction, many studies have been actively conducted to estimate grain crops using 
machine learning techniques. However, there are only few studies which compare the accuracies using many kinds 
of machine learning techniques for different types of crop. This study was conducted to estimate corn and soybean 
yields in Illinois and Iowa in the U.S. through four kinds of machine learning techniques, including deep learning 
algorithms. ANN (Artificial Neural Network), CNN (Convolutional Neural Network), SSAE (Stacked-Sparse 
AutoEncoder), and LSTM (Long-Short Term Memory) were used as prediction models, and  total 14 years of 
MODIS (MODerate resolution Imaging Spectroradiometer) data, climatic data and crop yield statistics were used 
as input variables with the six different periodic scenarios. The accuracies were compared in terms of %RMSE 
(percentage Root Mean Square Error) and compared to the baseline prediction model, which is DT (Decision tree). 
As the results, CNN model was most accurate over all with the lowest average %RMSE errors in corn (9.36%) and 
SSAE model in soybean (10.05%) respectively. The best periodic scenario for corn yield prediction was May to 
September, and for soybean was June to August. This study identified suitable scenario and prediction technique 
for corn and soybean yield, which will be useful for farming activities and agricultural planning. 

1. INTRODUCTION

Accurate yield predictions on grain crops are an important issue in  the agriculture planning field and national
food security. However, crop yield depends on various factors, such as soil, topography, and management 
(Chlingaryan et al., 2018), so it is difficult to predict accurately. Since the crop yield has spatially and temporally 
nonlinear characteristics (Liu et al., 2001), simple statistical analysis methods contain large prediction errors. In order 
to consider these characteristics, various studies have been conducted to estimate crop yield using meteorological 
data and satellite images with various vegetation indexes (Gandhi et al., 2016, Chen & Jing., 2017, Ma et al., 2018). 
Also, many studies have been carried out to estimate crop yield by combining vegetation indexes and meteorological 
data (Kuwata & Shibasaki., 2016, Ma et al., 2018). 

On the other hand, since crop yield prediction have spatio-temporal characteristics as mentioned above, machine 
learning techniques have been proposed. Decision tree based models (Johnson., 2014, Everingham et al., 2016), 
artificial neural networks (Chen & Jing., 2017, Fernandes et al., 2017), and deep learning models (You et al., 2017) 
were used as machine learning based crop yield prediction models. However, there are only few studies to compare 
the accuracies using many kinds of machine learning techniques for different types of crop yield prediction (Kaul et 
al., 2005, González Sánchez et al., 2014). In this study, four kinds of machine learning techniques were applied to 
find the best prediction models for corn and soybean in Illinois and Iowa.  

2. METHODOLOGY

2.1 Data 

MODIS data, climatic data, and yield statistics were used for yield prediction of corn and soybean in Illinois 
and Iowa. Four vegetation index images of Normalized difference vegetation index (NDVI), Leaf Area Index (LAI), 
Enhanced Vegetation Index (EVI), and Fraction of Absorbed Photosynthetically Active Radiation (FPAR) from 
MODIS satellites from 2003 to 2016 were collected (USGS MODIS., 2019). NDVI and EVI were from MYD13, and 
LAI and FPAR were collected from MYD15. The weather data was collected from National Climatic Data Center 
(NCDC., 2019). It contains day-to-day climatic information, which are maximum, minimum, average temperature, 
precipitation and solar radiation. Yield statistics with county level were collected from National Agricultural Statistics 
Service of the United States Department of Agriculture (USDA NASS., 2019), and the unit was bushel per acre.  

In order to fit all input data to the county level, preprocessing was performed. MODIS data and weather data 
were stacked into points which comes from land cover maps to extract five weather variables and four vegetation 
index variables. Then, all the variables were extracted onto county level polygon, and yield statistics were combined. 
Also, data normalization process was performed to make all the variables have a value range between -1 and 1. Lastly, 
these data were divided into six periods to compare which period yielded the best prediction results. 
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2.2 Machine learning techniques 
 

Artificial Neural Networks (ANN): ANN is computational model based on the brain structure and is widely used 
for machine learning and pattern recognition. ANN was also widely used in crop yield prediction studies (Chen & 
Jing., 2017, Fernandes et al., 2017). Since the parameters of neural networks including ANN affect the model 
performance, this study conducted an experiment for parameter optimization. The back-propagation method was 
scale conjugate gradient, the cost function was mean squared error and the learning rate was fixed to 0.01. The 
optimal prediction is derived by adjusting the number of  hidden neurons in the two hidden layers and epoch size. 
 

Convolutional Neural Networks (CNN): CNN is an improved model of ANN and is widely used as a classification 
and prediction technique in image segmentation, classification, and recognition. This study used a 2D image map 
generation method (Ma et al., 2016), using time series of nine variables to generate 2D images used as input to 
CNN. This study used LeNet model (LeCun et al., 1998), with the two convolutional layers and 2 by 2 sub-sampling 
layers, to predict crop yields, and the experiments were conducted to obtain optimal parameters.   

 
Stacked-Sparse AutoEncoder (SSAE): The structure of an autoencoder is similar to ANN, but the size of the input 

layer is the same as the size of the output layer. Since the hidden layer size is smaller than these, the feature 
information is compressed and extracted. Even if there are many hidden layer neurons, it can be learned by activating 
only some neurons randomly and sparsely (Ng., 2011). That means the ‘sparse’ term. ‘Stacked’ means that multiple 
sparse autoencoder are stacked, which is the same idea in which high-order feature information can be obtained by 
having multiple hidden layers in deep learning method. In this study, as with the previous neural network models, 
experiments were conducted to find the optimal parameters.    

 
Long-Short Term Memory (LSTM): LSTM (Hochreiter & Schmidhuber., 1997) is a type of Recurrent Neural 

Networks (RNN) that has a cyclic structure in the hidden cell for processing sequential data, such as time series and 
language. The LSTM is designed to solve the vanishing gradient problem, which is a problem of deterioration in 
the learning ability of the RNN structure with long time lag data (Gers., 2002). In this study, experiments were 
performed to obtain the optimal parameters, and the activation function was set to hard sigmoid, and the hidden cell 
size, epoch, learning rate and batch size were adjusted to find optimal parameters.  

 
Decision Tree: In this study, DT was used as a baseline model for comparison with other neural network models. 

Decision tree is a technique that is actively used in the field of machine learning, and it has also been widely used 
in studies to estimate crop yields (Johnson., 2014, Everingham et al., 2016). This study used Classification and 
Regression Tree (CART) algorithm with mean square error based node splitting criteria (Xu., 2005). In addition, to 
calculate the prediction accuracy of all the above mentioned models including decision tree, this study used N-folds 
cross validation method to compare average accuracy by dividing fold by year.  
 
3. RESULT AND DISCUSSION 
 

The model comparison is made using root mean square error of each model. Table 1 shows the prediction error 
of corn and soybean yield for five machine learning models for each year. Average RMSE shows that CNN has the 
lowest error, followed closely by SSAE. The average RMSE of LSTM model was worse than that of decision tree, 
the baseline model. Compared by year, LSTM model was found to be significantly inaccurate in 2005, 2010 and 2012. 
In the two years except 2012 that the error was large in all models, but only the error of LSTM model had the error 
lower than the average. Also, it was shown that the accuracy of all models in year 2012 was significantly inaccurate. 

 
Table 1. Root mean square error results of yield prediction for five machine learning models. 

Year 
Corn yield prediction (RMSE %) Soybean yield prediction (RMSE %)

DT ANN CNN SSAE LSTM DT ANN CNN SSAE LSTM
2003 11.78 10.10 8.43 12.48 14.35 32.10 20.96 34.00 17.94 44.32
2004 9.16 8.37 6.79 6.11 7.00 11.62 10.82 9.96 8.56 14.46
2005 10.22 11.88 7.05 9.72 19.03 9.94 9.37 10.54 9.33 8.25
2006 10.88 8.84 7.58 8.56 15.56 11.20 7.51 6.91 8.54 9.34
2007 13.26 11.94 7.05 7.80 10.40 12.35 11.80 12.84 8.83 13.43
2008 9.10 7.65 7.53 7.80 9.82 14.26 11.57 7.53 10.40 18.60
2009 7.98 7.22 7.24 9.42 10.45 15.41 16.71 8.37 13.52 17.13
2010 16.85 10.66 10.13 10.70 23.47 11.12 9.87 8.73 7.95 12.38
2011 11.18 9.90 7.49 8.57 15.21 12.23 10.72 9.78 9.71 14.15
2012 26.79 24.49 24.97 22.03 28.94 16.33 15.74 12.91 9.93 11.09
2013 10.34 9.07 7.21 8.25 8.09 14.83 10.74 7.92 8.45 10.77
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2014 11.28 6.20 8.18 8.07 6.35 14.90 11.27 8.46 10.06 8.53
2015 9.49 10.83 8.91 9.75 6.10 13.32 11.13 16.01 9.35 8.15
2016 11.50 8.73 12.43 9.07 5.88 13.23 9.89 11.62 8.19 8.26

Average 12.13 10.42 9.36 9.88 12.90 14.49 12.01 11.83 10.05 14.20
 

Unlike the corn yield prediction result, SSAE was the model with the lowest average RMSE. CNN and ANN 
model showed similar levels of accuracy, with the lowest error after SSAE. In addition, LSTM showed better average 
accuracy in the soybean yield prediction than the decision tree. In soybean yield prediction, year 2003 was a year 
where errors were significantly large in all models.    

As mentioned above, this study also compared the yield prediction accuracies by periodic scenarios. Figure 1 
shows average RMSE of corn and soybean yield prediction for six periodic scenarios. In Figure 1-(a), corn yield 
prediction, comparing the average RMSE of the four models among the six periodic scenarios, the best prediction 
result was obtained using data from May to September. In the same way, for soybean yield prediction, as shown in 
Figure 1-(b), prediction result from May to August showed the best average RMSE.   
 

 
Figure 1. Average RMSE (%) result of four models by periodic scenarios;  

(a) Corn yield prediction, (b) Soybean yield prediction 
 
The effects of natural disasters and pests also hinder the accuracy of crop yield prediction models. Corn yield 

prediction had a big error in 2012 and soybean in 2003. It could be assumed that unusual events, such as floods or 
droughts at the time of crop growth and harvest, result in very inaccurate predictions for a certain year. For example, 
in the case of corn, there was a big drought in the Midwest of the US in 2012 (Wan et al., 2015) and corn yield is 
more susceptible to drought in the Central US than soybean (Lobell et al., 2014). Therefore, it can be said that the 
reason for the inaccurate prediction of corn yield in 2012 was because of drought.  

In corn yield scenario, predictions using the data up to September were more accurate than those obtained using 
the data up to August. Contrarily, for soybean, the input data period until August showed better prediction than the 
data including September. This can be explained by the study that the correlation between NDVI and daytime surface 
temperature and soybean falls earlier (mid-September) than corn (Johnson., 2014). So, it might be interpreted that 
data in September had a bad influence on the soybean yield prediction.  
 

4. CONCLUSION 
 

This study was conducted to predict crop yields for corn and soybean in Illinois and Iowa. ANN, CNN, SSAE, 
and LSTM were used to predict crop yield, and DT was used for the baseline prediction model. Four kinds of 
vegetation indexes from MODIS, weather data and yield statistics of each crop from 2003 to 2016 was used as input 
data and reference data. Also, data was divided into six periodic scenarios as input variables for each prediction model.  

As a result, CNN model was most accurate over all with the lowest average %RMSE errors in corn (9.36%) and 
SSAE model in soybean (10.05%). The best periodic scenario for corn yield prediction was May to September, and 
for soybean was June to August. In addition, CNN, SSAE, and ANN showed significantly better prediction accuracy 
than the baseline model. Thus, neural network models seem to be yield better results in predicting crop yield than 
simple model. However, LSTM model did not predict better than the baseline model. This can be seen that LSTM is 
the model that performs prediction based on time series features, unlike other models, and thus shows different results.    

However, this study has limitations in predicting the yields affected by unusual factors, such as abnormal 
weather conditions and crop diseases. Also, this study did not use data, such as soil properties, that are known to have 
a significant impact on crop growth and yield. In future work, a comparative study will be conducted involving more 
data and machine learning techniques.  
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